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Abstract - ACTA has been proposed for high speed multi- 
media network. It is a simple multi-channel network proto- 
col suitable for photonic implementation. It adopts slotted 
cycle to transmit packets and the cycle length is dynami- 
cally adjusted according to the network load. We study the 
performance of the ACTA protocol both for single-channel 
and multi-channel integrated services operations. Through 
the simulations, we have shown that the overhead of channel 
tuning is quite small. We also study the priority mechanism 
of ACTA, and analyze the relation between the node trans- 
mission quota and bandwidth allocation. In addition, we. 
present a slot reuse scheme which requires only one addi- 
tional access control bit, and demonstrate great improve- 
ment in network utilization. The simulation results show 
that ACTA network is a very promising candidate for the 
future high speed multimedia networks. 

I .  INTRODUCTION 

As optical technology such as WDM is becoming more 
and more mature,  many multi-channel optical network 
prototypes have been proposed recently. Among them 
are RAINBOW-2, MWTN,  AON, etc.[l], all of which use 
circuit switching and  mainly focus on the transportation 
function. With the  availability of the multi-channel net- 
work architectures, it  is desirable to design a media access 
layer which supports fast packet switching for multime- 
dia applications, and  with efficient channel utilization and 
good performance. 

Here we introduce the ACTA protocol which has been 
proposed for high speed multi-channel bus/ring networB[2]. 
It uses slotted cycles to transmit packets on the network 
and the cycle length is adjusted according to the instan- 
taneous networl\: load to achieve optimum performance. I t  
requires only two access-control bits in a time slot, thus 
the protocol can be made slot compatible to ATM and 
the network can be used as an ATM traffic concentrator. 
I t  also has low node complexity and simple processing, 
and is suitable for photonic multi-channel implementation 
[3]. A 100-hlbps single-channel electronic dual-bus im- 
plementation has been successfully demonstrated i n  the 
CUM LAUDE NET project [4]. In this paper, we study 
the performance of integrated services on the ACTA net- 
works, i n  particular, we compare the performance between 
tlie single-channel and tlie multi-channel case. The single- 
channel case has been studied in detail previously [5]. We 
demonstrate a destination release scheme for the ACTA 
protocol which can improve tlie network performance sub- 
stantially. This scheme only requires an additional access 
control bit for each slot. 

The  paper is oirganized as follows. Section 2 presents 
the ACTA protocol and discusses some important features 
including cycle utilization, controlled load (L , )  and node 
transmission quoti3 ( N q )  and slot reuse. Section 3 demon- 
strates the simulation model and presents the simulation 
results. Finally, section 4 is the conclusion of this paper. 
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Fig. 1. The ACTA network node structure 

11. ACTA NETWORK 

A .  A C T A  Network structure and Media Access Control 
ACTA (Adaptive Cycle Tunable Access) protocol [2] was 

proposed as a media access protocol for multi-channel net- 
works with bus or ring topologies. In this paper, we con- 
sider a dual-bus topology looped hack to itself. Fixed size 
empty slots are continuously generated from the Head-of- 
Bus node in two directions of all channels. Each node con- 
sists of two pairs of receiver and transmitter modules, one 
for each bus as shown in Fig.1. The  receiver modules are 
permanently connected to designated channels whereas the 
transmitter modules can be tuned to any output channel. 
In each node there are three queues for different outgo- 
ing traffic, namely voice, video and data.  Each queue is 
divided into two individual subqueues for each direction. 

Each module pair has two packets buffers, one for the 
transmitter and the other for the receiver. The network 
node reads in the packet from its channel a t  current time 
slot when the destination address of a packet in that slot 
matches its own address. For transmission, the media ac- 
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cess procedure is described in 121. 
Each node can be in one of the following five states: 

1. IDLE - The packet queues are empty. There is no 
packet to he transmitted. 

2 .  TUNING - The packet queues are not empty. The  
node transmitter is tuned to the channel where the 
outgoing packet is destined. 

3 .  WAIT - The paclcet queues are not empty. The  node 
waits for the start  of a new cycle. 

4 .  DEFER - The  padiet queues are not empty. A new 
cycle has already started.  but the  current slot is oc- 
cupied. 

5. ACCESS - The  packet queues are not empty. Tlie 
node is allowed to  access the current empty slot. 

Fig.:! shows the s ta te  transition diagram for a node. Al- 
though channel tuning is a transient state,  we incorporate 
it into the state diagram to demonstrate the prominent 
characteristic of ACTA. 

Fig 2 State  transition diagram of ACTA node operation 

B. A C T A  Cycle U f i l i x t i o n  
A. Cycle Adaptation Algorithms 

In ACTA iietworlcs, the cycle length is adjusted according 
t,o the networli load as follows: 

where C',] is t,he nelv c y c l ~  length calciilatecl t,lirough the 
above algorithm. C', is t,lie length of current cycle that. 
t,ha end node obsrrvetl. Cj-,; is t,lie q c l e  utilization which is 
t,he numlxx of slots usetl in t,he cycle divided by the cycle 
length, and the controlled load L,: is a pnraniet,er specify- 
i iig t, h e desi re cl through p U t under heavily over loa ded con- 
dit,ion. IVlien the cyc,le utilizat'ion 11,: is larger than the 
controlled load L, ,  t,he new cycle lengt,li C,% will lie in- 
creased. On the cont,rary. when t,he cycle utilization is 
smaller t,lian the controlled load. the new cycle length will 
be decreased. From a statistical point of view, t,he maxi- 
muni iit,ilizntiori is determined by t,lie controlled load L,:, 

B. Node Transmission Quota Nq 

A network node with a larger quota can send more packets 
within one cycle, thus it can use more bandwidth than the 
other node with a smaller quota. To allocate the networli 
bandwidth fairly, the simplest method is t o  allocate the 
same quota N, to every node. Thus  when the current 
cycle length is long enough, every node can send the same 
number of packets within this cycle as long as i t  has enough 
packets waiting in the queue. 

Assuming uniform traffic distribution, tlie traffic load- 
ing for the two directions at each node is uneven. Up- 
stream nodes could have more packets than downstream 
nodes have. If there is one kind of traffic on the network, 
the fairness can be kept efficiently by the adaptation of 
cycle length. However, if there are multiple traffic types 
in the network, the quota allocation among various nodes 
will affect the bandwidth allocation among different prior- 
ity traffic. The  upstream nodes will be starved for higher 
priority traffic while the downstream nodes will still have 
quot8a for the  lower priority traffic. Thus ,  a better scheme 
should used which can adjust the node quotas to match the 
traffic distribution to  eliminate this unfairness among dif- 
ferent traffic priorities. We shall demonstrate a new quota 
allocation scheme for the single-channel network such that 
each node has a quota directly proportional to its node po- 
sition. For multi-channel networks, the head-of-line block- 
ing effect ha.s to be considered. When a node tunes its 
transmitter to a new channel, it  must wait for tlie new 
cycle start  flag for tha t  channel. Thus  within a cycle, the 
traffic load on each channel will not follow the same distri- 
but,ion as for the single-channel case. In this situation, it 
is not straightforward to decide how to assign the quota t,o 
achieve fairness a,inong various traffic classes. In our sim- 
ulation of tlie multi-channel ACTA network, we will show 
that a uniform quota assignment for all nodes is sufficient 
to achieve a very good performance. 

C. Slot Reuse Scheme 

There are two coinnion slot-reuse schemes, namely, the 
destination release scheme and the use of erasure nodes ( [ G I  
- [i]). We have studied the Destination Release method 
on t,he ACTA network. We here introduce an  adclitional 
access control bit "Slot-Released" (SR) in each time slot. 
When a packet reaches its destination. the node will set 
the SlobReleased bit on t,he slot, and then release the slot 
a.t, once for reuse by subsequent nodes. Tlie end node then 
checks the Slot-Released bit of each slot to calculate the 
c,ycle ut.ilization by counting tlie number of released slots 
i ~ n d  dividing it by t,he cyc le length. 'The new cycle length 
can be computed by the same algorithm as in the case 
without slot, reuse. 

IVit  h slot reuse, tlie cycle utilization computed here does 
not corrrctly represent the bandwidth utilization in each 
cycle. However, the controlled load nieclianism still works 
well. It dynamically introduces some unused handwidth 
i n  every cycle to malie sure that every node on the bus 
have a.n opportunity to send packct in  the worst case.  The 
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cycle length becomes smaller than before due to the slot 
reuse, thus the network bandwidth can be utilized more 
efficiently. 

Although the ACTA protocol is discussed on a dual-bus 
structure, it  can also be used on a single ring topology. On 
a single ring, some packets may need to go through the 
head node to reach the destinations. The  ACTA proto- 
col can easily accommodate this situation. The  end node 
simply forwards the packets tha t  have not been read by 
their destinations to the new cycle during the cycle gen- 
eration. Empty slot generation can be halted temporarily 
but will be resumed once the through traffic is forwarded. 
The  cycle adaptation mechanism is still valid. This shows 
the flexibility of the ACTA protocol. 

111. SIMULATION RESULTS A N D  PERFORMANCE 
ANALYSIS 

We have performed the simulation for integrated ser- 
vices which include voice, video and da ta ,  and analyzed 
the throughput and delay performance. Data  Traffic refers 
to non-real-time computer-related services. This kind of 
traffic can tolerate relatively long time delay but is sensi- 
tive to da t a  error and  is highly bursty. A model for da ta  
service called the Compound Poisson model is used for 
the simulation. In this model, the packets are generated 
in batches where the number of packets per batch follows 
a Poisson distribution, and the  interarrival time among 
the batches also conforms to  an  exponential distribution. 
The  da ta  traffic is assigned the lowest priority. We con- 
sider voice as a constant bit rate (CBR) traffic, that  has 
a 64-Kbps PCM format. Since the transmission of voice 
requires strictly bounded packet delay, we assign the high- 
est priority to  voice traffic. For video traffic, MPEG-1 
video source is assumed. The  WlPEG-1 video shows both 
periodicity and randomness. In our simulation, the video 
da ta  is generated through a recently proposed Cyclosta- 
tionary Autoregressive (CAR) model [SI. The bit rate of 
each MPEG-1 sequence is 1.5 Mbps. 

In our simulation, the ACTA network consist,s of 512 
nodes and S channels. The  bit rate is lOOXiIbps per chan- 
nel. The  packet size is ,512 bytes. All time units, such 
as the simulation t,ime, int,erarrival time and delay time, 
are normalized with respect to the slot duration 7,. The 
simulation time is set to be 500,000. 1\11 distance units 
are normalized with respect to r, x c,  where c is the speed 
of light in the transmission medium. The  nodes are uni- 
formly sp;~ced at one unit apart  and the traffic is assullied 
to he uniformly distributed in the network. The  through- 
put is normalized to t,he bus capacity. We first present t,he 
[l(?rfornlilnce of ACTA protocol for single traffic and then 
for integrated traffic. 

11. Performance f o r  Single T r a f i c  Class 

Comparison between Single- Channel and Multi- 
Channel 

Fig.3 shows the average throughputJ and access delay 
versus applied load L for both single-channel and multi- 
channel ACTt\ networks. As the applied load increases. 

the throughput incireases and approaches its maximum. In 
the single-channel network, if there are packets waiting in 
the queue, the node can use up its quota as long as it can 
find empty slot within a cycle. while in multi-channel net- 
works, the transmitters have to tune from one channel to 
another according t80 the outgoing packets. Thus the cycle 
length of any channel will have a stronger relation to the 
burstiness of the input traffic. Because the channel tuning 
is not required, the single-channel network can provide a 
slightly better performance than the multi-channel case. 
In Fig.3, when applied load is smaller than the controlled 
load L,, the throughput is the same for both single-channel 
and multi-channel networks, and the difference of delay is 
quite small (less than 10 time slots). Thus  we can conclude 
that the difference in performance between single-channel 
and multi-channel ACTA network is not significant. The  
result is expected to be valid for other traffic classes such 
as voice and  video. 

Multi-Channel : _I_ 

0.9 

Fig. 3. Performance comparison between single-channel and multi- 
channel ACTA network ror d a t a  traffic (Lc = 0.95) 

Slot Reuse with TJniform Data Traffic Distribution 
We have performled the simulation with destination re- 

leased slot reuse. The  packets are allowed to go through 
the end node. The  result is given in Fig.4. The  normal- 
ized throughput can be as large as 3.5 while the average 
delay is still quite small (63.3 nis). If the traffic increases 
further, the network throughput can approach 4,  which 
is the theoretical liimit. If the traffic is non-uniform but 
has higher locality, the slot reuse scheme will be more effi- 
cient[S]. Since the slot utilization is increased significantly 
by slot reuse, the cycle length is also much reduced. For 
example, when the applied load is 0.93, the average cycle 
length is 300 without slot reuse versus 19 with slot reuse. 
The average cycle length under different applied load is 
listed in Table 1. 

The  fairness issue for da ta  tra.ffic has been studied previ- 
ously[2]. For applied load which does not exceed the con- 
trolled load ( L , )  and is uniformly distributed, the fairness 
of ACTA network is quite good. We have studied the per- 
formance of voice and video (MPEG-1) traffic respectively, 
ancl made the comparison with leaky buckets[5]. Results 
showed that the ACTA network can accommodate both 
constant and bursty traffic very well and can serve as a 
traffic concentrator, say for a large AThI network. 
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than tlie network capacity, all arriving packets are served. 
If the voice traffic keeps increasing, the throughput for 
da t a  traffic will decrease after the total load reaches the 
value of the controlled load. Finally the da ta  traffic is re- 
jected and the whole network bandwidth is taken u p  by 
the high priority voice traffic. 

N o .  
L,, 
L,i 

1 2 3 4 5 G - 
0.0Jt 0.082 0.205 0.328 0.655 0.Sl9 0.983 
0.24 0.40 0.58 0.77 0.03 I n 1 5  1 . 4 5  

IO' 

Table 2 .  Applied load matrix of voice (L,,) and da ta  (Ld) traffic 
I 2 p" 3 4 5 0 

Appiiea Loma (LI 

0.1 ,.rc--" 
OO 

Fig, 4 1 .  Performance of ACTA network for d a t a  traffic with destination 
released slot reuse 

L I 0.5 I 0.7  1 0.9 I 0.95 I 1.0 I 1.25 
C71 1 13.0 I 13.2 I 19.0 I 151.9 I 189.6 1 232.2 

( a )  

L I 2.00 I 2.25 I 2.50 I 2.75 I 3.00 I 3.50 
C1 I Y2:1 1 125.5 I 160.1 I 169.2 I 195.2 I 239.9 

( 6 )  

Table 1 .  Average cycle length (CI) at  various applied load(L). (a) with- 
out the slot reuse. ( b )  with the slot reuse for uniform destination pattern. 

B. Performance of Integrated Tragic 
In our siinulation model, the sta,tic order of priority 

scheme is used, when the integrated traffic is considered. 
This scheme has low complexity ancl can simplify the de- 
sign and operation of the node. 'Thus it is suitable for high 
speed networks. 
PCM Voice ~ i i d  Data with Non-Uniform Quota Al- 
location 

, _ _ _ _ _ - - - - _ _ _ _ _ _ _ L _ _  

, e---- Tole1 
0 8  ;' " 

- - *  
.- - -  - 

0.5 1 1.5  

- 

Applled Load of Volce 

O3O1 1 

0,- .- 
Node index 0 

U.J - 
Data applied load 

Fig. 6 .  Fairness of d a t a  in the integration of voice and da ta  traffic (voice 
traffic referred to Table 2)  

0 02 

$0 015 
- 
in a 
g 001 

P 
4 

m 

0.005 

0 

Node index Voice applied load 0 0  

Fig, 5 ,  Tlr~onghpiit fool- integration of voice and dnt,n trnfTic 011 singie- 
eh nn ncl wit 11 no 11- 11 11 i form quo t ill locilt ion , Fig. 7 .  Fairness of voice i n  tlie int.egration of voice and d a t a  traffic ( ,data 

trntTic rcferred to Table ? )  

Fig.6 shows t,he t8hroiigliput resulls for integrated voice 
and (:lata. LVe assuiiit: traffic is uniformly distributed. In 
order to olitain a better perforniiuice in  t8he 1iCT.A net- 
work, a non-uniform c l ~ o ( ~ n  a.lloc;it,ion scheme has been 
usecl. Thc allocation of quot'u is clirect,ly proportional to 
t,he riotle position, t8hat is, t8he upstmmn nocle has R larger 
quot,a while  t,he clownstrettm node 1ia.s a siiiallw quota. in 
proport,ion t80 the expect,c?cl trafEc loa.ding. The applied 
load iiiat,rix of voice and da ta  used in the simulatmion is 
given in table 2 .  When t,he t,otal applied Ioncl is smaller 

Although the quota is unevenly distjributed among the 
nocles in one direct,ion, for two directions, the fairness of 
bn.ndwiclth allocation is maintained fairly well as n whole 
diie to symmetric allocation. Fig.6 and Fig.7 show t,he 
fairness resultas of various applied load for data ancl voice 
respect,ively. I t  is clew that good fairness can be achieved 
in  ACTA networks as t,he bandwidth allocn,tion of each 
node is independent of its physical position. When tmlie 
total applied load does not esceetl the network capacity, 

1702 

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on January 22,2022 at 08:58:54 UTC from IEEE Xplore.  Restrictions apply. 



the da ta  t)raffic is quite fair. If the total load is larger 
than the tletwork capacity, the da t a  traffic can only use 
the available bandwidth after the network has transmitted 
the voice packets, thus this shows some fluctuation in the 
throughpnt. This fluctuation is mainly due to the num- 
ber of voice connections at each node which is a random 
multiple of 04 Kbps and has a certain amount of deviation. 
PCM Voice and MPEG-1 Video 

In the simulation, we use an  MPEC-1 video source with 
a frame rate of 30 frames per second and an  average bit 
rate of 1.5bIbps. Fig.8 and Fig.9 show the performance 
of the integration of voice and MPEG video, with voice 
having a higher priority. The  applied load of voice traffic 
is assumed to be fixed (= 0.2). When the video traffic 
increases, the throughput of voice is stable, and the delay 
is small. This demonstrates tha t  in ACTA network, the 
performance of higher priority traffic is independent of that 
of the lower priority traffic and it can support the static 
priority scheme very well. 

I 
0.4 0.6 0.8 1 1.2 

Video Applied Load 
812 

Fig. 8 .  Throughput for integration of voice and video traffic.(,l, = 0.95) 

I os 

1 o4 

z 1 0 3  

d I O Z  

10, 

1 oo 

- 
% - 
W U! 
_m 

0.4 0.6 0.8 1 1.2 
Video Applied Load 

Fig. !1. Delnp for integration of voice aiid video tralfic. [ L ( :  = 0 . I ~ 5 )  

IV. C O N C L U S I O N  

We have studied t)he performance of‘ integrated services 
111 ,-ic‘rA networks, and show that A(JTX is a siiiiple and 
eRicient network protocol. Tlic protocol is suitable for net-  
works with speed varying from several hundreds of hIbps 
to tens of Gbps. E;ich slot, requires only two access-control 

~ 
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bits for the case without slot reuse (Cycle-Start, Slot- 
Occupied) or three access-control bits (Cycle-Start, Slot- 
Occupied and Slot-Released), thus the protocol can be eas- 
ily made slot compatible to many other standards such 
as ATM standard. ‘The performance is independent of 
the round-trip delay time and the normalized throughput 
can be 2 0.9, The fairness can be maintained fairly well 
even under heavily loaded conditions. ACTA protocol can 
also employ slot reusle to increase bandwidth utilization. 
Multi-channel ACTA network can provide a large aggre- 
gated bandwidth witlh a very small channel tuning over- 
head. The  simulation results show that ACTA network can 
support integrated traffic very well. Thus  ACTA network 
is a very promising candidate for the future high speed 
multimedia networks. 
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